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Opis 

 

Niniejszy podręcznik przedstawia podstawowy, jednosemestralny kurs z dziedziny sztucznej 

inteligencji dla studentów nauk technicznych oraz informacyjnych. Do jego lektury potrzebna 

jest elementarna wiedza z logiki i analizy matematycznej oraz probabilistyki. 

W podręczniku dominuje perspektywa algorytmiczna, tzn. metody sztucznej inteligencji są 

przedstawiane jako narzędzia do rozwiązywania problemów z różnych obszarów: 

technicznych, informatycznych czy ekonomicznych. Zatem omawiana tu dziedzina to słaba 

sztuczna inteligencja. 

Niniejszy podręcznik powstał jako materiał do przedmiotu „Wprowadzenie do sztucznej 

inteligencji” prowadzonego na Wydziale Elektroniki i Technik Informacyjnych Politechniki 

Warszawskiej. Przedmiot ten zastąpił w programie studiów znakomity wykład prof. Wiesława 

Traczyka pt. „Inżynieria wiedzy”, od którego rozpocząłem swoją edukację w dziedzinie 

sztucznej inteligencji. Liczne sformułowania i przykłady, traktowane przeze mnie jako należące 

do kanonu dziedziny, zostały w istocie wprowadzone przez prof. Traczyka. Winien jestem 

zatem serdeczne podziękowania Panu Profesorowi, tym bardziej że był uprzejmy przeczytać i 

skomentować niniejszy podręcznik w trakcie jego powstawania. Dziękuję także studentom za 

cenne uwagi wnoszone w ciągu kilku semestrów, kiedy był on pisany, a w szczególności 

studentom Koła Naukowego Sztucznej Inteligencji „Golem”. 
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